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Abstract The static and dynamic realistic effects of the appearance are essential but challenging targets in the development of human face robots. Human facial anatomy is the primary theoretical foundation for designing the facial expressional mechanism in most existent human face robots. Based on the popular study of facial action units, actuators are arranged to connect to certain control points underneath the facial skin in prearranged directions to mimic the facial muscles involved in generating facial expressions. 
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1 Introduction
The main reason why every human face robot is expected to have a highly realistic appearance is that they are designed to accomplish various tasks in the human society by face-to-face interaction and communication with humans. Human face robots need to be covered with realistic human-like face skin to facilitate face-to-face interaction or communication with human beings. Not only can the realistic appearance of human face robots raise the efficiency of communication, but also it can deliver its emotion with its variation of facial expressions. Nowadays, applications of the human face robot include lobby reception [1, 2], commercial promotion [3], remote education [4, 5], autism therapy [6], theatrical performance [7, 8], and so on. 
2 Current Facial Expression Generation Approaches
2.1 Wire-Pulling System

Wire-pulling or artificial-muscle-contracting connected to a number of control points under the facial skin is the most common way to generate the facial expressions [13–16]. 
2.2 Linkage-Driving System

Linkage driving system [17–19] is another way to generate facial expressions on human face robot. Each linkage drives a control point or a control region on the face.  
3 Visualization of Facial Expression Deformation
In recent years, the technology of three-dimensional object scanning has been applied to many different fields. The 3D human face scanner used in this research is “3DFaceCam LT-FS-07A” produced by Logistic Technology [29] in Taiwan, shown in Fig. 3(a). This human facial profile scanner is theoretically based on an optical method called “Structured Light” [30–35]. It is equipped with two sets of 3D scanner whose central lines intersect each other with a 50 degrees included angle. 
	Fig. 1. A social robot platform Silbot 3 developed by Robocare, Korea.


4 Conclusions
The method of facial expression deformation visualization presented in this paper has been verified to be a successful and potent tool to efficiently improve the generation of realistic facial expressions of human face robot. It is discovered that the facial feature motions play a more important role than the surface normal deformation when conducting the correctness recognition. 
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